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ABSTRACT

Much due attention has been recently devoted to the issue of human interaction
with reactive, complex systems, such as the aircraft cockpit. For example, we
have learned from several case studies and empirical investigations that increased
levels of automation is not a panacea, often due to the inability of the interface to
effectively communicate the status and behavior of the various modes of the
machine. Yet, such problems are not unique to the aviation domain, nor to
complex systems in general, and instead, play an important role in our interaction
with less complex everyday products. From remote controls and VCRs to
telephones and automotive cruise controls—mode errors are commonplace. In this
paper we describe a framework for representing modal systems and show how
this framework can detect potential mode problems, using an automotive cruise
control system as an example.

INTRODUCTION

We in the human factors community are well aware of problems attributed to automation in the
modern commercial aircraft. Researchers have identified “lack of mode awareness” as one of the
most critical of these problems (e.g., Sarter and Woods, 1995a). Mode awareness refers to the
operator’s knowledge and understanding of the current and future status and behavior of the
system, given a particular mode.

The errors and related problems that result from a reduction in, or loss of, mode awareness are
sometimes referred to as “automation surprises” —an ill-defined yet commonly used phrase
(Sarter and Woods, 1995a). The presence and consequences of mode errors in the context of
human interaction with automated flight control systems have been surveyed (James,
McClumpha, Green, Wilson, and Belyavin, 1991; Sarter and Woods, 1992; Wiener, 1989),
analyzed from incident reports (Eldredge, Dodd, and Mangold, 1991; Vakil, Hansman, Midkiff,
and Vaneck, 1995), modeled (Callantine and Mitchell, 1994; Degani, Mitchell, and Chappell,
1995) observed and documented during actual flights (Degani, Shafto, and Kirlik, 1995; Wiener,
1989), empirically studied (Sarter and Woods, 1994, 1995b), and summated (Billings, 1996).



Indeed, mode errors have been directly linked to several recent accidents involving modern
transport aircraft (Aviation Week and Space Technology, 1995).

A review of this literature on mode errors might lead one to conclude that the phenomenon is
exclusive to the aircraft cockpit, or other complex, automated systems. Yet, mode errors are not
confined to the aviation domain, nor to complex systems in general, and instead, play an
important role in our interaction with many simple, less automated, everyday consumer products
and systems. From remote controls and VCRs to telephones and automotive cruise controls —as
products become more digitally based, allowing a higher number of functions —the number of
modes (states) per given product increases. As a consequence, the potential for, and magnitude
of, mode errors induced by these products is correspondingly higher.
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Figure 1. Remote Control

Take, for example, the remote control illustrated in Figure 1. This is a typical “universal” remote
control that can operate any of four entertainment systems: the TV, the stereo (audio), the VCR,
and the cable TV box. Alas, this four-fold functionality is not a panacea. Imagine that you want
to watch a movie on your VCR. You press the “VCR” button, then press play to start the tape.
While watching the movie you get an important phone call and rush to mute the TV volume
using the remote. You press the “mute* button, but nothing happens. Why?

Since you are still in the “VCR” mode, the remote control does not respond to “TV” commands,
“mute‘ being one of them. In order to mute the volume, you must first press the “TV” mode
button and then press the “mute* button. But how does one determine which mode they are
currently in? The remote doesn’t provide the answer since the buttons do not change position to
reflect their state, nor is there a display to indicate the current state. Instead, the user has to
remember (i.e., keep a log of) which mode button they last pressed. Thus, given the logic and
interface design of this remote control, if we assume the user doesn’t remember what mode they
last pressed (a worst case, but common scenario), the user can not predict the effect of pressing
the “mute” button.
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WHAT’S IN A MODE?

Modes are implemented, in one way or another, in almost any modern machine or piece of
equipment (Monk, 1986). Simply stated, modes represent the different behaviors, or functions, of
a given system. Thus, the more functions, the more modes (Norman, 1981). Some products have
long been associated with multiple modes; for example, many electronic wrist watches have
time, alarm, timer, and chronometer functions, each accessed by a separate control or different
combination of control presses. Further, other products that long afforded only one manner of
behavior now can operate (behave) in many different, often mutually exclusive, ways. For
example, fax machines no longer just fax; they now copy and print as well. Answering machines
no longer have a single mail box, but commonly have three. The result of this increase in
functions is the mapping of several modes to a lesser number of controls (e.g., dials, buttons,
switches, etc.). Thus, instead of a unique set of displays and controls for each mode, the same set
of displays and controls carries out different functions depending on the mode selected. The
result of this many-to-one mapping is an increased propensity for mode errors, much the same as
has been studied and observed in the aircraft cockpit.

Of course, the savvy reader might reasonably suggest that a mode error in the context of a
consumer product is not as important as a mode error in the context of a high-risk systems such
as commercial aviation, medical, and military. It is our position, however, that the consequence
of mode errors should not dictate or constrain the domain in which they are studied. In this paper
we argue that one way to learn about common mode errors in human-machine systems is by
representing and studying the structure of the system—in particular, the relationship between the
machine’s internal states and what is presented to the user about these states via the interface.
And, that some of these unique machine-interface relationships that produce mode errors are
independent of the complexity of the device and the domain in which it is employed. In essence,
we are interested in the basic architectural structure of modal systems that induce mode errors.
We therefore believe that the proper approach to the study of these systems is one that is both
device- and domain-independent.

A MODELING FRAMEWORK

In the following section we present a modeling framework called Ofan. This framework was
developed for describing human interaction with systems that have modes (Degani and Kirlik,
1995). After describing the framework, we show how the framework can be used to represent
modal systems and highlight the (sometimes) hidden states within the human-machine-
environment system that may lead to mode errors.

The Ofan Framework

The Ofan framework’s language is Statecharts. The theory behind modeling the human in this
framework is based on the Operator Function Model (OFM). Both Statecharts and OFM share
the same underlying language —the Finite State Machine (FSM)—which provides a medium for
describing the control behavior of a given system in terms of its states and transitions (Minsky,
1967).

The Modeling Languages

Statecharts is a specification language for complex, real-time, reactive systems (Harel, 1987,
1988). The formalism allows for hierarchy and concurrency. Hierarchy is represented with the
notion of a super-state and sub-states encapsulated within a super-state. Concurrency is provided
by the notion of independence and orthogonality such that a super-state containing two
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orthogonal sub-states can be described as their product (.AND. relationship). Another feature of
Statecharts is its broadcasting mechanism —broadcasting the active states and events (that trigger
transitions) to the entire network. The Statecharts formalism allows for several other
enhancements such as default entries into a state, conditional entries, and selection- and history-
based entries.

The Operator Function Model (OFM) is a task decomposition formalism used for task analysis
and simulation (Jones, Chu, and Mitchell, 1995; Mitchell and Miller, 1986). Depending upon
demands from the environment (e.g., ATC clearance) and the requirements of the task (e.g.,
mandatory procedures), the OFM specifies the progression of tasks and actions (either manual,
perceptual, or cognitive) that a user will execute.

The Ofan framework represents the system as a set of five concurrently active modules: 1)
environment, 2) human function and task, 3) controls, 4) displays, and 5) machine. Each module
contains a process and broadcasts its active states and events to other modules in the network,
often triggering other modules to change states. Through these broadcast communications, the
five modules in the framework are all interconnected to form a whole —the human-environment-
machine system. The system representation is analogous to a set of cog wheels: an event in one
wheel affects the adjacent wheel and so on (and hence the name ‘Ofan’—Hebrew for a set of
perpetuating wheels).

CRUISE CONTROL: A HUMAN-MACHINE SYSTEM

The Ofan framework and our approach for modeling modes allow us to describe systems that
exhibit several levels of human-machine involvement. One such system is a cruise control of a
modern car. We first describe an incident involving this system, then present a model of this
system, and finally discuss the unique feature of the system's design that contributed to the
incident. Due to space limitations, we will only present part of the framework (see Degani and
Kirlik, 1995; and Degani, Shafto, and Kirlik, 1996, for a more complete treatment).

A Mode Error

The incident occurred while the second author was driving on a highway during a rainy night.
The traffic was slow at about 40 miles per hour. Bored and tired, the driver engaged the cruise
control by turning it ON and pressing the “set-speed” button. The cruise control engaged, and the
car cruised at 40 mph. Several minutes later the rain stopped and the traffic speed increased;
subsequently, the driver depressed the gas pedal to manually override the cruise control and
increase the speed to 60 mph. He drove in this configuration for some 10 miles until coming to
his planned exit from the highway. At this point he had completely forgotten that the cruise
control was previously engaged (there was no indication in this type of car that the cruise control
was on and engaged).

The exit ramp was initially sloped downhill and then extended uphill ending with a curve into a
busy intersection. Aware of this landscape, the driver planned to release the gas pedal and let the
car glide downhill (lifting the foot from the gas pedal) and maintain a slow speed during the turn
into the intersection. Initially it all worked as planned. However, once the car reached a speed of
just below 40 mph the cruise control “kicked in.” Not expecting such a jolt, the driver lost
control of the car as it sped into the intersection. Luckily, no other cars were present at this late-
night hour.



Representing the Modal System

There are five levels of involvement, in terms of speed control, in this human-machine system.
Each level of involvement is defined as a combination of machine and human state-of-affairs,
with respect to speed control. The levels range from fully manual to fully automatic (see Table
1). The levels of involvement are represented via hierarchical encapsulation of levels (sub-states)
within larger levels (super-states). Figure 2 depicts these relationships.

At level one @, the cruise control is off and the car’s speed is controlled completely manually
(OFF / manual). At level two @, the cruise control is turned “on,” but speed is still controlled
manually by the driver. Note, however, that the configuration of the human-machine system has
changed: it is cruise-control ON with respect to machine state, and MANUAL with respect to
human state (ON / manual). In essence, the configuration of the human-machine system is a
vector of these two components. Once the driver presses the set-speed button, the current speed
(say 40 mph) becomes the set speed, the machine engages, and we jump immediately to level
five @. At this level the speed is actively controlled by the machine and the human is idle (ON;
SPEED SET; ENGAGED; ACTIVE / idle).

Table 1. Levels of Involvement.

Level Machine Human
o OFF manual

(2] ON manual

(3] ON; SPEED SET manual

(4 ON; SPEED SET; ENGAGED manual-override
(5 ON; SPEED SET; ENGAGED; ACTIVE idle

If the driver now decides to increase speed, he or she depresses the gas pedal and manually
overrides the automatic speed control, as depicted in level four O (ON; SPEED SET;
ENGAGED / manual-override). Note that the cruise control is still engaged, but the speed of the
vehicle is no longer actively controlled by the machine. Nevertheless, there is a lower bound on
the speed (40 mph in the case of aforementioned incident) at which, when current speed is equal
to the set speed, a transition to the fully automatic ACTIVE state will occur automatically
(depicted as a broken arc in Figure 2). When this happens we are back to level five.

Finally, the transition to level three @ will occur if, while the machine is engaged, the brake
pedal is depressed. In this case the speed-set value is still stored in the machine’s memory and
the machine is ON, but the driver is in a completely manually mode (ON; SPEED SET /
manual). Once the “resume” button is pressed, the machine will be re-ENGAGED and transition
to the fully automatic ACTIVE state again (level five).

These five levels represent the continuum, in discrete and hierarchical steps, from fully manual
control to fully automatic control, with respect to the speed control of the car. The hierarchical
structure of the system and the Statecharts formalism provides such that an exit from any super-
state causes an exit from every one of its sub-states. For example, notice that turning the cruise
control “off” causes an immediate transition into fully manual, regardless of which level we were
previously at. This hierarchical approach for describing such human-machine systems is quite
different from the common engineering approach for modeling similar systems (cf. Smith and
Gerhart, 1988).
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Figure 2. A representation of the system’s states and transitions.




Analysis of the Mode Error

Generally speaking, in order to anticipate the next behavior of a machine, one requires three sets
of information: One, a complete and accurate model of the system in terms of states and
transitions. Two, sensing of both internal and external stimuli (that fire transitions between
states). And three, the ability to keep track of (or log) the system’s states. In this analysis we
impose a constraint that the ability to keep track of the system’s states can, and should be done,
by reference to feedback provided via a display; no memory of past behavior should be required.

In attempting to understand the mode confusion that was described in the incident, we focus on
the automatic transition from ENGAGED / manually override (level four) to ACTIVE / idle
(level five) after releasing the gas pedal and reaching the set speed. This is the only automatic
transition in this system; all other transitions are initiated by neuro-motor actions (e.g.,
depressing the brake, pressing the “on” button). With the aforementioned requirements and
assuming the driver has no memory of the last transition, we find that this human-machine
system is non-deterministic. That is, we can’t resolve between two different transitions that may
occur after the driver releases the gas pedal: 1) the cruise control system engages and activates
when the car’s speed reaches the set speed (40 MPH), or 2) the cruise control system never
engages and the car’s speed continues to decline (as was expected by the driver). Note that the
position of the control switches does not aid the driver in resolving this ambiguity. Moreover,
this holds true even if he or she has an absolutely complete and accurate model of the system!
This is because the settings of the cruise control interface are the same regardless of whether the
system is at level two (ON / manual) or level four (ON; SPEED SET; ENGAGED / manual-
override).

SUMMARY

Issues related to mode awareness and mode errors have received much attention in the aviation
literature. We show that modes are not unique to the aircraft cockpit and in fact, permeate
everyday things—from remote controls to automotive cruise controls. We argue that the
architecture of mode systems that lead to mode errors can be revealed by representing the
structure of the system—in particular the relationship between the machine’s internal states and
what is presented to the user about these states via the control/display interface. We illustrate
this point using a framework, called Ofan, which depicts the system’s states and transitions, and
the overall structure of human-machine involvement. Further, we believe that his framework not
only allows behavioral scientists to better understand the inherent structure of modal systems, but
perhaps more importantly, allows engineers/designers and human factors specialists alike to
evaluate modal systems using a common language.

Our message to designers and purchasers of modal products and systems is clear and simple: An
increase in functions (modes) does not necessarily result in an increase in functionality; indeed, it
can actually result in a decrease. For the user to take advantage of the various modes inherent in
a given product, they must be provided an interface that, at a minimum, provides clear feedback
regarding the status (mode) of the system. After all, what’s the purpose of providing multiple
modes if the user can’t effectively distinguish between them? It is our further belief that the
technique employed here can be used to reveal structures of both simple and complex modal
systems, thereby allowing designers and researchers to identify and eliminate mode errors before
such systems are introduced to the marketplace.
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