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A resilient issue in research ethics is whether and when a placebo-controlled trial (PCT) is justified if it deprives research subjects of a recognized treatment. The clinicians’

moral duty to provide the best available care seems to require the use of ‘active’ controlled trials (ACTs) that use an established treatment as a control whenever such a

therapy is available. In another regard, ACTs are supposedly methodologically inferior to PCTs. Hence, the moral duty of the clinical researcher to use the best methods

will favor PCTs. In this target article, I analyze the three reasons for believing that ACTs are inferior to PCTs namely: 1) ACTs lack ‘assay sensitivity’; 2) ACTs do not

measure absolute effect size; and 3) ACTs require more participants; and I contend that none are acceptable. Consequently the tension between clinical and research

ethics dissolves: the moral duty of the clinician to avoid PCTs is unopposed by methodological considerations.
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Let us examine the placebo somewhat more critically, how-
ever, since it and ‘double blind’ have reached the status of
fetishes in our thinking and literature. The Automatic Aura
of Respectability, Infallibility, and Scientific Savoir-faire which
[sic] they possess for many can be easily shown to be unde-
served in certain circumstances,

— Hippocratic Oath—Modern version (Lasagna, 1964, 360).

EPISTEMOLOGICAL FOUNDATIONS

OF THE ETHICAL DEBATE OVER THE USE

‘PLACEBO’-CONTROLLED TRIALS

A resilient problem in research ethics is whether, and when,
a ‘placebo’-controlled trial (PCT) is justified if it deprives
some research subjects of recognized therapy. In one regard,
standards for ethical clinical practice from the Hippocratic
Oath to more modern guidelines (World Medical Associa-
tion [WMA] 1949; Lasagna 1964; General Medical Council
[GMC] 2006) require the clinician to provide the best avail-
able treatment. This moral duty would seem to require that
the clinician avoid PCTs where there is an established ther-
apy. Instead of PCTs, the ethical clinician should advocate
‘active’-controlled trials (ACTs) that compare the new treat-
ment with the best-established treatment.

In another regard, the moral duties of the clinical re-
searcher require her to consider PCTs even when an estab-
lished treatment is available. It is alleged that ACTs suf-
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fer from methodological limitations that make them inca-
pable of detecting effectiveness (Ellenberg and Temple 2000;
International Conference on Harmonization [ICH] 2000;
Temple and Ellenberg 2000; WMA 2001; Miller and Brody
2002, 7). Poor quality research cannot provide the desired
knowledge hence wastes scarce resources and exposes par-
ticipants to unnecessary risks and burdens (Altman 1980;
CIOMS 1993; Emanuel et al. 2000; Halpern et al. 2002).
Hence, the moral and professional duties of the clinical
researcher will tend to oppose the moral duties of the
clinician.

Here, as elsewhere (Ashcroft and ter Meulen 2004;
Worrall 2007), ethics and epistemology are inseparable. In
this case the alleged methodological differences between
PCTs and ACTs imply different ethical duties for clinicians
and researchers. However, the alleged methodological ad-
vantages of PCTs have been asserted more often than argued
for. For instance, a revised Declaration of Helsinki (WMA
2008) states:

The use of placebo, or no treatment, is acceptable in studies
where no current proven intervention exists; or

Where for compelling and scientifically sound methodolog-
ical reasons the use of placebo is necessary to determine the
efficacy or safety of an intervention and the patients who re-
ceive placebo or no treatment will not be subject to any risk of
serious or irreversible harm.
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Yet the authors are silent when it comes to specifying what
the “compelling reasons” for requiring PCTs might be, let
alone providing any arguments for why we should accept
them. Likewise, Miller and Brody (2002) devote one para-
graph and cite only two sources (Ellenberg and Temple
2000; Temple and Ellenberg 2000) to justify their claim that
ACTs suffer from methodological flaws. The International
Conference on Harmonization E10 (ICH 2000) Document,
produced and endorsed by the regulatory bodies of the
United States, the European Union, and Japan enumerates
the alleged methodological flaws with ACTs:

1) ACTs do not always possess ‘assay sensitivity’, whereas
PCTs do (ICH 2000, section 1.5),

2) ACTs do not provide a direct measure of absolute effect
size whereas PCTs do (ICH 2000, section 2.1), and

3) ACTs require a larger sample size than PCTs (section 2.4).

But the document fails to defend the claims with sus-
tained arguments. In this paper I aim to address this over-
sight and examine the arguments supporting the method-
ological superiority of PCTs. To anticipate, I will contend
that none are acceptable. If correct, the tension between
clinical ethics and research ethics over the use of PCTs dis-
solves. The ethical duty of the clinician to avoid PCTs where
established therapy is available is unchallenged by method-
ological considerations. Moreover, ACTs are preferable from
a practical point of view. What the average patient, clinician,
and policy maker needs to know is not whether a new treat-
ment is better than a placebo, but whether the new therapy
is better than what we already have.

PROBLEMS WITH THE ASSAY SENSITIVITY

ARGUMENTS AGAINST ‘ACTIVE’-CONTROLLED

TRIALS

Assay sensitivity is defined as the ability of a trial to distin-
guish differences between experimental and control thera-
pies. There are, however, two distinct versions of the defi-
nition, each leading to different arguments against ACTs.
Temple and Ellenberg (2000) define assay sensitivity as:
“The ability of a study to distinguish between active [non-
placebo] and inactive [placebo] treatments” (457). Others
define assay sensitivity as “the ability to distinguish a more
effective treatment from a less effective [placebo or not]
treatment” (Hwang and Morikawa 1999, 1208; ICH 2000,
7). The first assay sensitivity argument is that PCTs but not
ACTs can distinguish between placebos and non-placebos,
while the second is that PCTs but not ACTs can distinguish
between more effective and less effective treatments. I will
examine each in turn.

The motivation for the first assay sensitivity argument
is clear: most medical treatments used until at least the
mid-19th century were either no better than placebo, or
worse (Shapiro and Shapiro 1997; Wootton 2006). Even
recently, careful investigation has uncovered that several
widely used treatments were useless or harmful (Echt et al.
1991; Hayes et al. 1994; Dwyer and Ponsonby 1996; Herbert
et al. 1999; Takala et al. 1999; ALLHAT 2000; Rossouw et al.

2002; Ebell et al. 2004; Evans, Thornton et al. 2007, 7–27). In
brief, history teaches us that we cannot always assume that
our existing treatments are effective (more effective than
placebo).1 If an experimental treatment demonstrates supe-
riority to an established treatment that itself is less effective
than placebo, we cannot conclude that the new agent is
effective. Hence, ACTs that employ harmful treatments as
controls will not possess assay sensitivity (of the first kind).
Put differently, to claim an ACT possesses assay sensitivity,
we must assume that the control treatment was effective.

Placebo controlled trials, on the other hand, purport-
edly do not suffer from these problems. A ‘positive’ result
of a PCT, where the experimental treatment demonstrates
superiority to placebo, appears to justify the inference to
‘effectiveness’ without any external assumptions.

A well-designed study that shows superiority of a treatment to
a control . . . provides strong evidence of the [non-placebo] ef-
fectiveness of the new treatment, limited only by the statistical
uncertainty of the result. No information external to the trial is
needed to support the conclusion of effectiveness (Temple and
Ellenberg 2000, 456).

Or so it seems.
I will contend that the first assay sensitivity argument

against ACTs is problematic in two ways. Firstly, PCTs can
also lack assay sensitivity because actual ‘placebo’ controls
used in clinical trials can be either more or less effective
than ‘real’ placebos and secondly, the argument is severely
limited in scope. Most of our current therapies are effective.

Why ‘Placebo’-Controlled Trials Suffer from Assay

Sensitivity Problems: Actual ‘Placebo’ Controls

can Be More, or Less Effective than ‘Real’ Placebos

Actual ‘placebo’ controls used in trials are often ‘illegit-
imate’ in the sense that they do not accurately measure
the ‘placebo’ effect. To see why, note that even treatments
not considered ‘complex’ have several components. Ther-
apy for depression involving Prozac (Eli Lilly, Indianapo-
lis, USA) includes fluoxetine hydrochloride, the pill cas-
ing, the liquid with which the pill is swallowed, the beliefs
and expectations with which the pill is delivered, and per-
haps other features. Fluoxetine hydrochloride is the charac-
teristic (non-placebo) feature of treatment for depression;
the other features are non-characteristic. To be sure, the
division between characteristic and non-characteristic fea-
tures is sometimes controversial (Howick et al. 2009, unpub-
lished data), but the arguments here are unaffected by any
controversy.

The terms active (Hróbjartsson 2002) and specific
(Shapiro and Morris, 1978) are also used in the literature to
describe the characteristic features of a treatment. However,

1. We do not necessarily require a ‘placebo’ controlled trial to
demonstrate effectiveness (superiority to ‘placebo’). To use a much
cited example, we do not need ‘placebo’ controls to determine that
parachute use is more effective than ‘placebo’, however ‘placebo’
is defined (Smith and Pell 2003).
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Figure 1. How the absolute measure of characteristic effects are allegedly provided by ‘placebo’-controlled trials
[PCT].

in at least some cases placebos are active, and moreover
their effects can be quite specific (Grünbaum 1986; Benedetti
and Amanzio 1997). Indeed recent functional magnetic res-
onance imaging (fMRI) and positron emission tomography
(PET) scans have revealed (specific!) mechanisms of action
for both ‘placebo’ and ‘nocebo’ (negative ‘placebo’ side ef-
fects) analgesia (Petrovic et al. 2002; Wager et al. 2004; Bingel
et al. 2006; Craggs et al. 2007; Kong et al. 2007, 2008; Oken
2008). Indeed one hopes that advances in neuroimaging
techniques will shed further light on the mechanism of ac-
tion, and eventually the conceptualization, of the placebo.
In light of these considerations, the term ‘characteristic’ ap-
pears to be less misleading than the other two.

Superiority of the experimental intervention (character-
istic + non-characteristic features) over the ‘placebo’ con-
trol (non-characteristic features) is taken as evidence that
the characteristic features are positively effective (Figure 1).
But this ‘equation’ will only hold if the ‘placebo’ control is le-
gitimate, which is to say that it differs from the experimental
treatment only in that it does not contain the characteristic
features.

Unfortunately, illegitimate ‘placebo’ controls that either
contain characteristic features of their own, or are miss-
ing some non-characteristic features of the experimental
treatment, are more common than we believe. Although
legitimate placebos are notoriously difficult to design for
non-drug treatments (Boutron et al. 2005) such as neurore-
flexology (Berguer et al. 2008) and exercise (McCann and
Holmes 1984; Dunn et al. 2005; Trivedi et al. 2006), legit-
imate drug ‘placebos’ are also problematic (Howick 2009;
Howick, Golomb et al. 2009. Unpublished data). In one ex-
ample olive oil was used in ‘placebo’ controls for cholesterol
lowering drugs (Golomb 1995). It was subsequently learned

that olive oil had cholesterol-lowering properties of its own,
leading to a possible underestimation of the characteristic
effects of the experimental drug.

In other cases, ‘placebo’ control treatments could be ille-
gitimate because they fail to contain the same side effects as
the experimental treatment. In an interesting investigation,
Moncrieff and colleagues found that what are referred to as
active placebos (that mimic the side-effects of the experimen-
tal treatment) reduce the apparent characteristic benefit of
antidepressant drugs (Moncrieff 2003; Moncrieff et al. 2004).
The most plausible explanation for this phenomenon is that
placebos that do not imitate any side effects are more eas-
ily identified as placebos. If a participant believes she is
taking a ‘mere’ placebo rather than the experimental treat-
ment, she will have lower expectations regarding recovery
as those in the experimental group (Tuteur 1958; Moncrieff
and Wessely 1998; Moncrieff 2003; Moncrieff et al. 2004;
Edward et al. 2005; Moncrieff and Kirsch 2005). As a result,
any observed difference between the effects of the experi-
mental treatment and the control treatment could be con-
founded by different expectations. In a related study, Kemp
and colleagues (2008) found a correlation between the ap-
parent characteristic effects of schizophrenia drugs and the
“strength” of the side effects (4). We would not generally
want to assert that a PCT that was confounded by differ-
ent expectations possessed assay sensitivity. This problem
will, of course, be more pronounced where the outcomes
are subjective.

Moreover, if a participant is aware that she is taking the
‘placebo,’ she might drop out of the trial, or conversely, seek
‘real’ treatment outside the trial. All of these factors could
confound the study. Double blinding is far more difficult to
achieve in reality than is often assumed. Indeed, two studies
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suggest that participants usually guess whether they are
taking the experimental or control treatment (Fergusson et
al. 2004; Hróbjartsson et al. 2007).

The use of ‘active’ placebos also highlights the con-
nection between ethics and methodology. Because PCTs
employing ‘active’ placebos are methodologically superior
(they help the trial to remain successfully double blind), the
ethical clinical researcher will be compelled to recommend
them. However, employing ‘active placebo’ controls raises
moral problems. If the ‘placebo’ control is made ‘active’ at
the expense of including undesirable side effects, then par-
ticipants will be exposed to harm. Even proponents of PCTs
where standard treatment exists such as Miller and Brody
(2002), recognize that participants should not be exposed
to excessive risks or burdens for the sake of a scientific
inquiry. Of course, the side effects induced by the ‘active
placebo’ might not be sufficiently harmful to accuse the
study of exposing participants to excessive risks or burdens.
In other cases, however, the use of ‘active placebos’ could
well render PCTs unethical even on Miller and Brody’s
view.

Besides the problem with illegitimate ‘placebo’ controls,
there is another reason why PCTs do not possess assay sensi-
tivity (of the first kind): the effects of ‘placebo’ controls vary
widely. Moerman (1983) found that while the effect of cime-
tidine for ulcers remained relatively constant across trials,
the effectiveness of the ‘placebos’ in the same trials ranged
from 10% to 90% of the drug effect. An update of the re-
view yielded more dramatic results, with the ‘placebo’ effect
ranging from between 0% and 100% of the (again, roughly
constant) drug effect (Moerman 2000). Another neuro- gas-
troenterological study of treatments for irritable bowel syn-
drome (IBS) found that the ‘placebo’ response ranged from
16.0% to71.4% of the (roughly constant) experimental treat-
ment (Patel et al. 2005). Although the reason for the substan-
tial variation in ‘placebo’ effects could be that the placebos
in question were illegitimate, placebos could also have in-
herently variable effectiveness.

The variable ‘placebo’ effects in trials with roughly con-
stant experimental treatment effect present an assay sensi-
tivity problem for PCTs. Are cimetidine and the IBS treat-
ments effective? The answer depends on which response
to ‘placebo’ we assume to be ‘correct’. But this places
PCTs on the same footing as ACTs as far as assay sen-
sitivity (of the first kind) is concerned. In order to claim
that ACTs possess assay sensitivity we must assume that
the established treatment control was effective; in order
to claim that PCTs to possess assay sensitivity we must
assume that a particular ‘placebo’ effect is ‘correct’ (and
legitimate).

We might object that it is unreasonable to generalize
about the variability of ‘placebo’ response rate from a hand-
ful of studies. This objection can only be answered by further
empirical research. Given the vital role of ‘placebo’ controls
in determining whether a treatment is deemed effective, it
would be useful for methodologists to investigate the extent
to which the effectiveness of ‘placebo’ controls varies. Fur-
thermore, it suffices for some PCTs to lack assay sensitivity

in order for them to be as assay insensitive as ACTs. As I
shall now argue, most ACTs possess assay sensitivity.

The Limited Scope of the First Assay Sensitivity
Argument
ACTs will lack assay sensitivity when we have good rea-
son to doubt the effectiveness of the established treatment
control. In the early 1990s Smith (1991) suggested that
80% to 90% of our treatments lacked a sound evidence
base. However, these estimations may have equated ‘ev-
idence’ with ‘randomized evidence’, which is a mistake.
Many treatments ranging from the Heimlich maneuver to
tracheostomies, are undoubtedly effective yet they have
not been tested in ‘placebo’-controlled randomized trials.
More recent research indicates that between 76% (pediatric
surgery) and 96% (anesthesia) of our current practice is
based on compelling (randomized or non-randomized) ev-
idence (Ellis et al. 1995; Gill et al. 1996; Imrie and Ramey
2000). Since most of our current treatments are effective,
most ACTs possess assay sensitivity.

Although Temple and Ellenberg (2000) acknowledge
that the assay sensitivity argument is limited in scope, they
might object that the problem is more severe than I have
indicated. They argue (rather oddly) that a treatment can be
undoubtedly effective yet fail to demonstrate this effective-
ness reliably: “the effectiveness of [some] drugs that some-
times (or even often) fail to be proven superior to ‘placebo’
is not in doubt” (458). The alleged problem is neither with
trial size (458) nor trial quality (459). Rather, the problem is
supposedly that the trial failed to detect the effects of the
experimental treatment for some unknown reason:

In each case . . . the problem [of assay sensitivity] is not iden-
tifiable a priori by examining the study; it is recognized only
by the observed failure of the trial to distinguish the drug and
placebo treatments (459).

The reason they think we should accept that there are
treatments with what they call “assay sensitivity problems”
(458) is that it would be unlikely for an ineffective treatment
to demonstrate positive effects in even 50% of trials:

even if a drug is statistically significantly superior to placebo
in only 50% of well-designed and well-conducted studies, that
proportion will still be vastly greater than the small fraction
that would be expected to occur by chance if the drugs were
ineffective (458).

If Temple and Ellenberg (2000) are correct then the first
assay sensitivity argument applies somewhat more widely
than I have indicated. However, the scope of the argument
would not be extended very much. Temple and Ellenberg
mention 11 classes of treatments that have “assay sensitivity
problems” (358), provide some evidence for only four of
these classes, and only discuss selective serotonin reuptake
inhibitors (SSRIs) in any detail. We could grant that there
are treatments with “assay sensitivity problems” and still
assert that the first assay sensitivity argument was limited
in scope.
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A deeper problem, however, is that the idea of treat-
ments with “assay sensitivity problems” is hard to swallow.
The way we determine that a treatment has an effect is by
testing it in well-controlled trials. If trials fail to detect ef-
fects, then there is good reason to doubt whether the effect
exists. To blame a trial for not detecting the effects begs the
question.

The probabilistic argument that an ineffective treatment
is unlikely to demonstrate effects in 50% of trials is un-
acceptable for two reasons. First, it ignores the possibil-
ity of systematic bias. Publication bias (Dickersin 1990),
funding source bias (Davidson 1986), and bias introduced
by under-diagnosed methodological problems such as fail-
ure to keep a trial successfully masked (Fergusson et al.
2004; Hróbjartsson et al. 2007) will tend to exaggerate the
size of the apparent experimental treatment effect. In cases
where the absolute effect size of the treatment is small (as
is the case for SSRIs), these hidden biases could well re-
duce the number of ‘positive’ studies to well within what
we would expect by chance alone. Furthermore, a treatment
that is effective in 50% of trials could be could be harmful
in the remaining 50%. Systematic reviews (which Temple
and Ellenberg [2000] fail to discuss) would be a good way
to confirm claims that treatments with “assay sensitivity
problems” have overall positive effects. In fact systematic
reviews of SSRIs are ambiguous. While the Cochrane Re-
view concludes that there are small differences between ac-
tive ‘placebo’ and SSRIs (Moncrieff et al. 2004) other system-
atic reviews failed to detect statistically significant benefits
of SSRIs over ‘placebo’ (Kirsch and Sapirstein 1998; Kirsch
and Moore 2002; Healy 2004, 2006; Kirsch et al. 2008). I am
not pronouncing on the debate over the antidepressant ef-
fects of SSRIs, but rather disputing the claim that SSRIs have
undoubted effects.

The real problem with drugs with “assay sensitivity
problems” could, of course, be that the effects of these drugs
are so small that many studies fail to detect their effects. In
this case another problem arises. Although small effects can
sometimes be clinically relevant (if, say, they reduce mor-
tality), this is not always the case. If “assay sensitivity prob-
lems” turn out to be problems with the size of the effect,
we might have to admit that these effects are not clinically
relevant.

Most importantly, the problem with control treatments
that might have “assay sensitivity problems” presents a
worry for PCTs as much as ACTs. Imagine a new SSRI
was developed that, like other SSRIs, had “assay sensi-
tivity problems.” If the first few trials in which new SSRI
were tested did not possess ‘assay sensitivity’ (and failed to
demonstrate superiority to ‘placebo’), it would be dropped
before its supposedly undoubted effectiveness was de-
tected. Thus, the potential existence of drugs with “assay
sensitivity problems” does not provide us with any reason
to prefer PCTs.

The scope if the first assay sensitivity argument is fur-
ther limited if we require that new agents demonstrate su-
periority to the control treatments. Even if an established
treatment is be ineffective (but is not worse than placebo)

or has “assay sensitivity problems,” if it demonstrates su-
periority to its predecessor, we can conclude that the new
agent is more effective than placebo. In practice an increas-
ing number of ACTs are conducted as non-inferiority trials.

Briefly (more will follow), a ‘non-inferiority’ trial is de-
signed to detect whether the experimental intervention is
at least of equal (to within some ‘margin of equivalence’)
effectiveness to the control treatment (Figure 2). ‘Superior-
ity’ trials, on the other hand, are designed to detect whether
the experimental treatment is more effective than the con-
trol. Provided that the control treatment is not worse than
‘placebo,’ if a new treatment demonstrates superiority to the
control, we can conclude that the new treatment is effective.
Hence, superiority ACTs can possess assay sensitivity even
if the established treatment is not effective. Of course supe-
riority ACTs could suffer from assay sensitivity problems if,
say, the experimental treatment was only slightly better than
a control treatment which itself was much less effective than
a placebo. However it is unlikely that many of our existing
therapies are positively harmful. Hence, if we require that
ACTs be conducted as superiority trials, then precious few
will be at risk from assay insensitivity. Requiring the new
treatment to be superior to a possibly ineffective treatment
has an additional important advantage: it tells the patient,
doctor, and policy maker what they need to know before
deciding to take the new treatment.

I will now argue that ACTs should generally be con-
ducted as superiority rather than non-inferiority trials.

Questioning the Rationale for Non-Inferiority Trials
Non-inferiority trials are justified in some cases. For ex-
ample, the Extracranial/Intracranial Anastomosis (EC/IC)
Bypass Study Group contrasted no treatment with surgery
(superficial temporal artery-middle cerebral artery anasto-
mosis) for patients with a high risk of stroke (1985). A non-
inferiority test revealed that doing nothing was not worse
(to within 3%) than surgery. In this case, and a few oth-
ers (Sackett et al. 1974), non-inferiority tests have led to the
rejection of relatively risky, invasive, and expensive proce-
dures. More recently, however, non-inferiority trials have
justified the adoption of many treatments that are no better
than our existing treatments, and usually far more expen-
sive (Morgan et al. 2005).

The justification for non-inferiority trials is that treat-
ments can allegedly represent a real advance without offer-
ing superiority on the primary outcome. More specifically
(Senn 2005; Piaggio et al. 2006):

1) The new treatment might have fewer side effects.
2) The new treatment could be cheaper or less invasive.
3) the new treatment may be necessary in case people de-

velop resistance to existing therapies.

Although the rationale for non-inferiority trials appears sen-
sible, I will argue that non-inferiority trials rarely help us
discover whether a new treatment has one of these advan-
tages.
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Figure 2. The difference between superiority and non-inferiority.

Comparisons of side effects are often made carelessly.
Existing treatments have usually been around for longer, so
there will be more extensive data about their side effects.
Certainly rare and long-term side effects of the new treat-
ment will be relatively under-studied. Thus comparisons
between the side effects of newer and older treatments are
often unbalanced. In addition, if the new treatment has a
better side effect profile, then we should conduct a superi-
ority test of the relevant side effects. It is, of course, possible
to run a superiority test for the side effects of interest and a
non-inferiority test for the main outcome simultaneously.

Then, if the new treatment is supposed to be more tol-
erable because it is less invasive or more convenient—say
it involves one daily dose instead of two—then the bene-
fits of the new regimen should result in a superior outcome
(Garattini and Bertele 2007). For instance, we would expect
participants taking one dose per day to adhere better to the
regime. The superior adherence should translate to better
outcomes. If not, then it is unclear whether the apparent
improved convenience is of any value. At least in principle,
apparently less convenient or more invasive regimes could
improve the primary outcome, perhaps by enhancing the
‘placebo’ response.

Next, even if we allow some non-inferior treatments
in case people develop resistance to our existing therapies
or an unexpected side effect is discovered, it does not fol-
low that we need dozens of similar therapies. Yet, dozens
of roughly equivalent treatments is just what indiscrimi-
nate use of non-inferiority trials encourages. For instance,
there are currently more than six SSRI antidepressants, and

numerous other pharmaceutical antidepressants (tricyclic
agents, monoamine oxidase inhibitors (MAOIs), serotonin-
norepinephrine reuptake inhibitors (SNRIs), noradrenergic
and specific serotonergic antidepressants (NASSAs), nore-
pinephrine (noradrenaline) reuptake inhibitors (NRIs), and
norepinephrine-dopamine reuptake inhibitors). In addition
there are many non-pharmaceutical treatments used to treat
depression, including St. John’s wort, cognitive behavioral
therapy (CBT), exercise, and self-help. None of these treat-
ments have demonstrated consistent superiority to others
in trials, although the administration of some (e.g. exercise)
is admittedly very different from others. Even if it were use-
ful to have a few of these treatments available in case one
of them suddenly turned out to be harmful or because pa-
tients somehow developed resistance, it is difficult to justify
so many.

Finally, non-inferiority trials present an ethical problem
for the clinician. If the experimental treatment is at best
roughly equal, but could be worse, then the best available
therapy is the existing one. It is unclear whether the eth-
ical clinician should allow her patient to risk receiving an
inferior treatment.

In brief, non-inferiority trials cannot be deemed worth-
while without special justification. Accordingly, institu-
tional review boards (IRBs) should investigate requests
to approve non-inferiority trials more carefully. Market
constraints might make it difficult in practice to offi-
cially restrict the number of non-inferior treatments, but
it does not follow that non-inferiority trials are morally
justified.

September, Volume 9, Number 9, 2009 ajob-Neuroscience 39



The American Journal of Bioethics-Neuroscience

To recap what has been argued thus far, PCTs suffer
from assay sensitivity problems much like ACTs because
‘placebo’ controls can be illegitimate, and their effectiveness
varies widely. In addition, the scope of the first assay sen-
sitivity argument is limited to non-inferiority ACTs where
we have reason to doubt the effects of the control treatment.

Before considering the second assay sensitivity argu-
ment, I will say a few words about three-armed trials
that include experimental, existing treatment, and ‘placebo’
groups. One might think that three-armed trials can be used
to compare the experimental treatment with an existing
therapy and test whether the trial possessed assay sensitiv-
ity. However, the three-armed solution remains problematic
for the clinician who seems morally compelled to use the
best available treatment. Besides, the three-armed solution
is only an improvement over regular ACTs if we believe
that adding the ‘placebo’ group will make the trial assay
sensitive, which the above discussion suggests is not the
case.

The Second ‘Assay Sensitivity’ Argument

Recall that the term assay sensitivity’ is also defined as the
ability of a trial to distinguish between more effective and
less effective (placebo or not) treatments. The second assay
sensitivity argument is then that PCTs but not ACTs are
able to detect differences between experimental and control
treatments. Since the structure of superiority ACTs and su-
periority PCTs are identical as far as detecting differences

are concerned, this argument applies exclusively to non-
inferiority ACTs. Hence, the second assay sensitivity argu-
ment is thus also limited in scope because it only applies to
(often unjustified) non-inferiority ACTs.

I will contend that although the purpose of non-
inferiority trials is not to detect differences, they are as ca-
pable as superiority trials to detect differences. Although
some discussion of classical statistics is necessary to un-
derstand why I believe this argument fails, I will keep
the current discussion intuitive and as non-technical as
possible. The reader is referred to the Appendix and
other sources for a more detailed treatment (Dunnett and
Gent 1977; Blackwelder 1982; Hwang and Morikawa 1999;
Temple and Ellenberg 2000; Armitage et al. 2002 636–639;
Gomberg-Maitland et al. 2003; Piaggio et al. 2006; Senn
2007).

Both superiority and non-inferiority can be tested us-
ing confidence intervals. A confidence interval represents
a range within which the mean difference between exper-
imental and control treatments is likely to lie (Figure 3). If
the entire confidence interval lies to the right side of the line
representing no difference (the solid vertical line in Figure
3), then we can conclude (in a probabilistic sense) that the
experimental treatment is superior. If the entire confidence
interval lies to the right of the lower bound of the equiva-
lence margin (-∂ in Figure 3) then we can conclude (again in
a probabilistic sense) non-inferiority. It is true that a positive
result of a non-inferiority trial does not provide evidence of
a difference—a treatment could be non-inferior and also

Figure 3. The difference between superiority and non-inferiority trials using confidence intervals.
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roughly equal (the confidence interval could lie within the
‘equivalence margin’ bound by −∂ and +∂ in Figure 3). It is
also true that the purpose of a non-inferiority trial is not to
detect a difference—we would be happy if the experimen-
tal treatment were roughly equal. It does not follow, how-
ever, that a non-inferiority trial cannot detect a difference.
Even if the purpose of the trial is to detect non-inferiority,
if we find that the confidence interval lies entirely to the
either side of the line representing no difference, then the
trial will have provided evidence that a treatment difference
exists.

One might object that the second assay sensitivity ar-
gument against ACTs is only apparent if we consider the
null and alternative hypotheses used in superiority and
non-inferiority trials. Since I have used confidence intervals
without referring to the null and alternative hypotheses, the
objection proceeds, I have concealed the problem. Because
a full response to this objection is somewhat more technical
I treat it in the appendix. However, given that the confi-
dence interval and hypothesis test methods are equivalent
(Armitage et al. 2002, 636–639), it would certainly be sur-
prising if it turned out that consideration of the null and
alternative hypotheses revealed that non-inferiority trials
are incapable of detecting differences. Thus, the second as-
say sensitivity argument, like the first, fails as a justification
for the claim that PCTs are methodologically superior to
ACTs.

I will now examine the argument that PCTs (but not
ACTs) provide a measure of absolute effect size.

CHALLENGING THE VIEW THAT

‘PLACEBO’-CONTROLLED TRIALS PROVIDE

A MEASURE OF ABSOLUTE EFFECT SIZE

It is often alleged that PCTs are superior to ACTs on the
grounds that only the former provide a measure of absolute
effect size:

The placebo-controlled trial measures the total pharmacolog-
ically mediated effect of treatment. In contrast an active con-
trolled trial . . . measures the effect relative to another treatment
. . . The absolute effect size information is valuable (ICH 2000,
18, emphasis added).

I will argue that two unwarranted assumptions must be
made in order to assert that PCTs provide a measure of ab-
solute effect size. The first, ‘additivity’, is that the ‘placebo’
and nonplacebo components of a treatment add (like vec-
tors) rather than interact (like compounds in a chemical
reaction). The second assumption is that ‘placebo’ controls
are legitimate.

Questioning the Assumption of Additivity

‘Additivity’ is the assumption that the various treatment
factors combine like vectors rather than chemicals in a re-
action. For example, we can dissect a force propelling a bil-
liard ball in the northeasterly direction into its northward
and eastward components. Since the component forces act

independently we can deduce the resultant force if we know
the magnitude and direction of its components (Mill 1843
[1973], I.v.1). If additivity held in PCTs, then if we knew the
combined effect of the characteristic and non-characteristic
features (measured in the experimental group), and we also
knew the effect of the non-characteristic features (measured
in the ‘placebo’ group), then we could deduce the ‘absolute’
effect of the characteristic features (Figure 1).

But it is unclear why we should assume that the charac-
teristic and non-characteristic treatment features add rather
than interact. Certainly additivity does not usually apply
to the combination of chemical, biological, or even non-
mechanical physical causes. For example, the combination
of hydrogen and oxygen produces water, which does not re-
tain the properties of either hydrogen or oxygen (Mill [1843]
1973 I.v.1). In fact there is some evidence to support the view
that ‘placebo’ and non-placebo components of a treatment
process interact rather than add.

Evidence that Additivity Does Not Generally Hold

Evidence for interactions between characteristic and non-
characteristic features is sparse. Yet the paucity of evidence
must not be taken as evidence that interactions are rare.
Aside from a few interesting articles (Kleijnen et al. 1994;
Kirsch 2000; Kaptchuk 2001), the assumption of additivity
has been largely ignored. It would be helpful for methodol-
ogists to investigate the issue further. Until the assumption
has been examined more carefully, it is difficult to draw
conclusions about the prevalence of interactions. With that
in mind, the modest intent of this section is to show that
additivity cannot be taken for granted.

In the studies cited earlier about the variable effects
of placebos for cimetidine and IBS-therapy placebos, the
characteristic features did not add to the non-characteristic
features. Rather, they interacted in such a way that the char-
acteristic benefit tapered off as the strength of the ‘placebo’
(non-characteristic) features increased. If the characteristic
and non-characteristic components were additive, changing
the non-characteristic features would not affect the charac-
teristic features (changing the magnitude of the eastward
force on a billiard ball will not affect its northward motion).

In other cases, the magnitude of the non-characteristic
features has been manipulated experimentally and the re-
sulting characteristic effectiveness changed. For instance,
Hughes and colleagues (1989) investigated the effects of
nicotine gum for smoking cessation. The trial involved 77
participants who provided their informed consent to have
a 50/50 chance of receiving nicotine or ‘placebo’ gum, and
that they might or might not be told the contents of their
gum. They were not told that they could be deceived. (It
is unlikely that IRBs would approve such a trial today.)
The participants were then assigned one of six groups (Ta-
ble 1). Two groups (groups 1 and 2) were told they would
receive ‘placebo’ (and thus had low expectations regard-
ing recovery), two groups (groups 3 and 4) were told they
would receive real nicotine gum (and thus had higher ex-
pectations regarding recovery), while the remaining two
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Table 1. The extended balanced ‘placebo’ design used in
the Hughes et al. (1989) study of the effects of nicotine
gum

Received

Treatment No treatment

TOLD
Treatment 1 2
No treatment 3 4
Neither (treatment

delivered in double blind
conditions)

5 6

groups (groups 5 and 6) were delivered either ‘placebo’ or
nicotine gum under ‘double blind’ conditions (and thus had
‘medium’ expectations regarding recovery). Only one group
from each pair (groups 1, 3, 5) was actually given nicotine
gum; the other group was given placebo.

All participants, especially those in the two groups were
told they were given a ‘placebo’ were encouraged to use the
gum whenever the urge to smoke occurred.

The outcome measures were proportion of participants
who smoked no cigarettes during the week, proportion
who smoked on fewer than 2 days per week, number of
days smoked per week, and number of cigarettes smoked
per week. These were calculated based on assessments
measured 1 and 2 weeks after they attempted to quit,
and were measured in three ways. First, the participants
self-reported how many cigarettes they smoked. Second, a
designated observer (usually a spouse) reported the par-
ticipant’s smoking habits during the week. Third, a breath

sample of carbon monoxide was taken to verify claims of
complete abstinence.

The characteristic benefit of ‘real’ nicotine gum was
not a constant that added to the benefit of the vary-
ing non-characteristic features. Rather, the characteristic
effects tapered off as the strength of expectations in-
creased (Figure 4). The statistical evidence for interac-
tions between instructions and the overall outcome was
significant (P = 0.01). Several other studies employing
similar designs also indicate that additivity does not
hold. Analgesic response (Levine and Gordon 1984), am-
phetamine effects (Mitchell et al. 1996), and subjective
feelings of intoxication (Ross et al. 1962) have all been
shown to decrease as the strength of expectations increases.
One study even indicates that the increased ‘strength’
of non-characteristic features of treatment with nalox-
one can change the apparent benefit of the characteris-
tic features from positive to negative (Levine and Gordon
1984).

It is also possible for non-characteristic and characteris-
tic features to combine synergistically. For example, Freud
argued that charging a hefty fee might act as a catalyst for
what are commonly thought of as the characteristic features
of Freudian psychoanalysis (Grünbaum 1986, 24; Freud et al.
[1913] 2001, volume 12).

We need not resort to mysterious explanations to ac-
count for interactions. Many ailments can only be relieved
by so much. If the expectations alone produce this maxi-
mum effect (or something close to it), then there will be lit-
tle room for drug-induced improvement. Once a headache
is completely relieved, taking another pill will not re-
lieve it further. The mechanism that accounts for a maxi-
mum drug response is often understood (Aronson 2007).
To oversimplify, the maximum response is related to the

Figure 4. Smoking behavior by instruction and drug group. The results are cumulative across the two weeks where
assessments were made. Based on Hughes and colleagues (1989).
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maximum number of receptors cells have for the drug to
attach-to. Once the receptors are all occupied, there is no
further room for improvement. If expectations and beliefs
spur the body to produce an agent that occupies these re-
ceptors then the drug will not have its otherwise signifi-
cant effect. Synergistic interactions can also be explained.
There is evidence that placebos for pain increase the levels
of endogenous opioids (Benedetti and Amanzio 1997; ter
Riet et al. 1998). The increased opioid level could stimu-
late interaction with the characteristic features to increase
the effects by interacting synergistically with the active
treatment.

These examples suffice to conclude that additivity can-
not be taken for granted. Even if additivity held all the time,
however, another assumption must be made to support the
claim that PCTs provide a measure of absolute effect size:
the performance of the ‘placebo’ controls must be legitimate
and perform consistently. But we saw above that ‘placebo’
controls are not always legitimate. Likewise, the Moerman
(2000) and Patel (2005) studies indicate that the wide vari-
ability of ‘placebo’ control treatments (legitimate or not) can
determine how effective an experimental treatment appears
effective. It would be a strange definition of ‘absolute effect
size’ indeed that was compatible with the effect size chang-
ing drastically from study to study.

In brief, the assumptions (a) that the characteristic and
non-characteristic treatment features add rather than inter-
act, and (b) that the ‘placebo’ controls are legitimate can
rarely, if ever, be jointly made. As a result, the claim that
PCTs provide an absolute measure of effect size cannot be
maintained.

QUESTIONING THE CLAIM THAT

‘PLACEBO’-CONTROLLED TRIALS REQUIRE

SMALLER SAMPLE SIZES

Some claim that PCTs are advantageous because they re-
quire a smaller sample size than ACTs (ICH 2000, section
2.4). It is an ethical requirement to use the smallest possi-
ble sample size since smaller trials are cheaper and expose
fewer participants to risk. However, it is unclear that the
sample size issue in particular and practical considerations
in general weigh in on the side of PCTs.

Firstly, only non-inferiority and not superiority ACTs
allegedly require a larger sample size than PCTs. Then, the
supposed reason why PCTs require a smaller sample size is
that the equivalence margin (Figure 2) is often much smaller
than the treatment difference that a PCT is designed to de-
tect. Yet if a PCT is designed to detect a difference that is the
same size as the equivalence margin, then it will require an
equally large sample size.

Besides, there are several practical considerations that
reduce the force of the claim that PCTs are preferable be-
cause they require a smaller sample size even if it were true.
For one, potential participants may be more likely to con-
sent to a trial where they are certain to receive an ‘active’
treatment than they are if they might get a ‘placebo’. Simi-
larly, PCTs might face a more acute threat from the fact that

participants seem to be quite good at detecting which group
they are in despite efforts to keep the trial blind (Fergusson
et al. 2004; Hróbjartsson et al. 2007). A participant in a PCT
who guesses she is taking the ‘placebo’ might well drop
out or covertly seek treatment outside the trial. In another
regard, a participant in an ACT who guesses they are in
the control group are already (supposedly) taking the best
available treatment, and will have less incentive to drop out
or seek outside treatment.

Next, a further study is required in order to apply the
results of a PCT. In order to make an informed choice about
whether to use the new treatment, the patient, practitioner,
or policy maker must know how the new treatment com-
pares with the best existing treatments not merely how it
compares with placebo. This information would have to be
obtained from an additional ACT, or an indirect compar-
ative study. The human and financial burden of the addi-
tional study would have to be added to the cost of the PCT
before asserting that PCTs are preferable because they re-
quire fewer participants than ACTs. In reality, of course, the
further studies are rarely done. If not, then we must take
into account the risk of doing harm, or allocating scarce re-
sources to an inferior treatment when assessing the relative
practical benefits of PCTs.

Lastly, what the average patient, practitioner, and pol-
icy maker needs to know in order to decide to use a new
treatment is how it compares with the best existing treat-
ment, not how it compares with ‘placebo.’ In short, the
alleged practical advantages of PCTs have been exagger-
ated, while the practical disadvantages of PCTs have been
overlooked.

CONCLUSION: A RE-ASSESSMENT

OF THE RELATIVE METHODOLOGICAL QUALITY

OF ‘PLACEBO’-CONTROLLED TRIALS

Even if taken on their own terms, both assay sensitivity
arguments are strictly limited in scope to non-inferiority
trials where the control treatment is ineffective or has “as-
say sensitivity problems.” Moreover, neither assay sensi-
tivity argument is acceptable. The first fails because PCTs
also sometime lack assay sensitivity. The second is based
on a conflation of the difference between the purpose and
properties of non-inferiority trials. The argument that PCTs
provide a measure of the absolute effect of the character-
istic features of the experimental treatment relies on rarely
warranted assumptions that ‘placebo’ controls are legiti-
mate and that characteristic and non-characteristic treat-
ment features add. Lastly, practical considerations, includ-
ing sample size, often support ACTs rather than PCTs.
Judged as arguments that ACTs are methodologically to
PCTs, all three arguments must be judged as failures.
Claims (Ellenberg and Temple 2000; ICH 2000; Temple and
Ellenberg 2000; WMA 2001; Miller and Brody 2002) about
the methodological superiority of PCTs over ACTs are there-
fore unjustified.

Consequently, the apparent tension between clinical
and research ethics as far as the use of ‘placebo’ controls
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Figure 5. Illustration of null and alternative hypotheses in one-tailed superiority and one-tailed non-inferiority trials.

dissolves: methodological considerations do not support
the use of PCTs where there is an established therapy.
The ethical duty of the clinician to provide the best care
(and avoid PCTs) where there is an established treatment
available stands unchallenged by the moral duties of the
clinical researcher to use the best method. The Declara-
tion of Helsinki should retract the statement that PCTs
can be justified on methodological grounds (where there is
an available established therapy) and IRBs should dismiss
claims that PCTs are methodologically superior to ACTs
as grounds to approve PCTs where standard therapy is
available.

APPENDIX: MORE DETAILED EXPLANATION OF WHY

THE SECOND ASSAY SENSITIVITY ARGUMENT FAILS

In classical hypothesis testing, hypotheses are not con-
firmed, but they can be ‘rejected’ (in a probabilistic sense).
We therefore attempt to reject the ‘null hypothesis’ that rep-
resents the opposite of what we would like to establish. If
we succeed, this is generally taken to support the alternative
hypothesis. In a one-tailed superiority PCT the null hypoth-
esis is that there is no difference between experimental treat-
ment and placebo, or that the experimental treatment is less
effective than placebo. The alternative hypothesis will be
that the experimental treatment is superior to the ‘placebo’
(Figure 5).

A non-inferiority trial is designed to determine whether
the experimental treatment is at least (roughly) equal in

effectiveness to the control treatment. Therefore, we seek to
rule out the null hypothesis that the experimental treatment
was less effective by at least some minimum amount than
the control treatment. The alternative hypothesis in a non-
inferiority trial is that the experimental treatment was of
equal or greater effectiveness (Figure 5).

Whether a trial is good at detecting differences depends
on the degree of risk of Type I and Type II errors. A Type I
error, or ‘false positive’, is the error of rejecting a true null
hypothesis (and accepting a false alternative hypothesis).
A Type II error, or ‘false negative’, is the mistake of failing
to reject a false null hypothesis (and not accepting a true
alternative hypothesis). In a superiority trial, a Type I er-
ror is the mistake of accepting a positive difference when
there is none, while a Type II error is the mistake of ac-
cepting no difference or inferiority when the experimental
treatment is superior. A Type I error in a non-inferiority
trial is the mistake of accepting rough equality or superi-
ority when the experimental treatment is strictly inferior,
while a Type II error is the mistake of accepting strict inferi-
ority when the experimental treatment is roughly equal or
superior.

Both Type I and Type II errors can be controlled for and
specified in advance of a trial. To sensitize a superiority trial
to differences, we reduce the Type I error rate. To sensitize a
non-inferiority trial to differences, we must reduce the Type
II error rate (see Appendix).

With this in mind, it is straightforward to show that non-
inferiority trials are as good (or bad) at detecting differences
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as superiority trials. The following discussion follows An-
derson (2006, 75). Anderson postulates four conditions re-
quired to assume assay sensitivity. Using ‘D’ to denote “dif-
ference between intervention and control group”, and T to
denote “trial”, the conditions for asserting assay sensitivity
(of the second kind) are,

1) D
2) T indicates D
3) D → (T indicates D)
4) not-D → not (T indicates D)

The first condition tells us that, ontologically speaking, there
is a difference between the interventions being compared.
The second tells us that the trial indicated a difference. The
third tells us that the trial would indicate a difference if there
were one. The fourth tells us that if there is no difference,
then the trial will not indicate a difference. In the real world,
of course, the modality of the conditionals in (3) and (4) is
not necessity—actual trials deal in probability.

The four conditions for assay sensitivity will be satisfied
in a superiority trial when:

1) There is a difference (the experimental treatment is su-
perior to placebo).

2) The trial indicates a difference (there is a ‘positive’ result).
3) The Type II error rate is sufficiently low (the trial did not

wrongly suggest no difference).
4) The Type I error rate is sufficiently low (the trial did not

wrongly indicate a difference).

In a non-inferiority trial, the four conditions for affirm-
ing assay sensitivity will be satisfied when:

1) There is a difference (the experimental treatment is su-
perior to placebo).

2) The trial indicates a difference (there is a ‘positive’ result).
3) The Type I error rate is sufficiently low.
4) The Type II error rate is sufficiently low.

As along as we are able to reduce both the Type I and Type II
error rates sufficiently, both superiority and non-inferiority
trials can be made equally assay sensitive. Anderson con-
cludes, and he is surely correct, that, “Contrary to the assay
sensitivity argument, there is not an absolute difference be-
tween PCTs and ACTs with respect to . . . the assay sensitiv-
ity assumption” (Anderson 2006, 78). �
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Appendix. The difference between Type I and Type II
errors for superiority (PCT) and non-inferiority (ACT)
trials

Evidence for difference

Superiority Non-inferiority
(PCT) (ACT)

Low Type I error rate
(false positive)

Yes* No

Low Type II error (false
negative)

No Yes

∗“Yes” means that there is evidence of a difference; “No” means that there is
no evidence for difference. For example, a superiority trial with a low Type I
error rate provides good evidence for a difference.
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